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Abstract 
In this research, the optimization of the artificial neural network (ANN) capability for predecting 
the tensile strength and elongation of friction stir welded Al-5083 (FS-welded Al-5083) was 
carried out. The effective parameters of ANN, such as the number of layers, number of neurons in 
hidden layers, transfer function between layers, the learning algorithm and etc. were investigated 
and the efficient neural network was determined to predict the tensile properties of FS-welded Al-
5083. The investigations revealed that the perceptron neural network with two hidden layers and 
17 neurons numbers, Lunberg-Marquardt training algorithm and Logsig transfer function for the 
intermediate layers and Tansig transformation function for the output layer is the most optimized 
neural network for the prediction. The optimized network has an optimal structure based on the 
minimum value of the mean square error of 0.05, the maximum total correlation coefficient of 
0.93 and the line regression with an angle of 45 degrees between the actual and estimated values. 
Therefore, this network has a good performance for training, generalizing and estimating of 
tensile strength and elongation of FS-welded Al-5083. 
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 یخواص کشش ینیب شیپ يبرا یمصنوع یشبکه عصب یینمودن کارا نهیبه
Al-5083  ندیفرااتصال داده شده توسط FSW  
 يمرشد نیحس نیام ،*ییمسعود مصلا
  .رانیا زد،یدانشگاه  ،يمعدن و متالورژ یدانشکده مهندس

  

  30/08/1402 :پذیرش مقاله؛  29/06/1402 :ریافت مقالهد

 

  چکیده
شده بر  جادیاتصالات ا یطول نسب ادیو ازد یاستحکام کشش ینیب شیمنظور پ ) بهANN( یمصنوع یشبکه عصب تیقابل يساز نهیبه ق،یتحق نیدر ا

Al-5083  یاصطکاک یهمزن يجوشکار ندیفراتوسط )FSWییاموثر بر کار يپارامترها رییمنظور با تغ نیقرار گرفت. بد ی) مورد بررس ANN  از
 ینیب شیپ يکارآمد برا یشبکه عصب ره،یو غ يریادگی تمیالگور ها، هیلا نینوع تابع انتقال ب ،یمخف يها هیلا يها و تعداد نورون ها هیلا ادتعد لیقب

پنهان و  هیپرسپترون با دو لا یانجام شده آشکار نمود که شبکه عصب يها ی. بررسدیگرد نییتع FSWed-Al-5083اتصالات  یخواص کشش
 ،یخروج هیلا يبرا Tansig لیو تابع تبد یانیم يها هیلا يبرا Logsigمارکوارت و تابع انتقال -آموزش لونبرگ تمیالگور ورون،ن 17تعداد 

، 05/0مربعات  نیانگیم يمقدار خطا نهیبراساس کم نهیساختار به يمورد نظر است. شبکه مذکور دارا ینیب شیپ يبرا یشبکه عصب نیکارآمدتر
 ییشبکه از کارا نیا جهی. در نتباشد یشده م ینیب شیو پ یواقع ریمقاد نیدرجه ب 45 هیخط با زاو ونیو رگرس 93/0کل  یگهمبست بیضر نهیشیب

  داده شده برخوردار است. FSWاتصال  Al-5083 یطول نسب ادیو ازد یو برآورد استحکام کشش میآموزش، تعم يبرا یمطلوب

  

 .یمصنوع یشبکه عصب ،يرو شی، استحکام، سرعت چرخش، سرعت پAl-5083 ،FSW کلمات کلیدي:
  mosal@yazd.ac.ir نویسنده مسئول، پست الکترونیکی: *   
  
  مقدمه -1
 ژهیاستحکام و لیاز قب یاتیخصوص لیبه دل ومینیآلوم ياژهایآل

مطلوب، مقاومت به  ییرسانا ،یعال يریپذ شکل تیبالا، قابل
از  یمختلف عیدر صنا رهیو غ یابیباز تیمناسب، قابل یخوردگ

 ،ییایو در یلیر ،ییهوا ،ینیزم هینقل لیبدنه وسا ،يبند بسته لیقب
مورد استفاده روزافزون  رهیغ و ي/باديدیخورش يها يانرژ دیتول

  ].2و1[ شوند یواقع م
 باشد یم Al-Mg هیکارسخت شونده پا اژیآل کی Al-5083 اژیآل

بالا  يریپذ شکل لیاز قب اژیآل نیمنحصربه فرد ا اتیکه خصوص
آن را  ،ییایدر يها طیدر مح یعال یهمراه با مقاومت به خوردگ

 يها ساخت سازه يبرا رینظ یب يا سازه اژیآل کیبه عنوان 
نموده است  طرحم ییایردریو ز یمانند ساخت کشت ییایدر
  ]. 3و4[

موسسه توسط  1991، در سال یاصطکاک یهمزن يجوشکار
 ندیفرا کی FSW ندیا) ابداع شد. فرTWIانگلستان ( يجوشکار

اکستروژن و فورج  ندیفرااز دو  یبیاتصال حالت جامد که ترک
موجب  FSW یده اتصال نیفاز مذاب ح لی. عدم تشکباشد یم

فلزات مختلف  یده اتصال يبرا ندیفرا نیبه ا يا توجه گسترده
]. لازم به ذکر 5-9شده است [ ومینیآلوم ياژهایخصوص آل به

به ترك داغ و تخلخل  اریبس ومینیآلوم ياژهایاز آل یاست برخ
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 يها تی]. از قابل10[ باشند یحساس م یذوب يجوشکار نیح
و  يحرارت ورود زانیبه کنترل م توان یم FSW ندیفرا يکاربرد

 يشده در موضع اتصال توسط کنترل پارامترها جادیا رفرمییتغ
 يروهایابزار، ن يشرویمثل سرعت چرخش و پ ندیفرا یاصل
  ]. 11- 13اشاره نمود[ نیبر ابزار، شکل و ابعاد پ یاعمال

 يپارامترها حی، انتخاب صحFSW ندیفرا یاصل چالش
. باشد یاتصال مطلوب م کیبه  دنیرس يبرا يجوشکار
 دیتول يبرا يجوشکار يانتخاب پارامترها یسنت يها روش

]. 14-16[باشد یم بر نهیبر و هز عمدتا زمان ياتصال جوشکار
 شیآزما يبا تعداد محدود توان یرا م يجوشکار يپارامترها

و  ونیرگرس لیتحل لیاز قب ییها استفاده از روش باو  یتجرب
مانند  یمحاسبات يافزارها روش سطح پاسخ و با استفاده از نرم

 نهیبه ییبا دقت بالا ره،یو غ يبر منطق فاز یمبتن يها ستمیس
 يبرا نانیقابل اطم کیتکن یک یمصنوع ینمود. شبکه عصب

هر  ریتاث يریادگیو  ندیفرا کی يپارامترها نیبارتباط  جادیا
 ندیافر يها پاسخ ینیب شیپ جهیحاصله و در نت جیپارامتر بر نتا

]. در 17است[ یتجرب يها براساس آموزش شبکه با داده
از  يا عنوان شاخه به یمصنوع یعصب يها شبکه ر،یاخ يها دهه
 يها نهیدر زم يعدد يساز نرم و مدل انشیدر را يکاو داده

توسعه و استفاده شده است.  يو کاربرد یمختلف علوم مهندس
 تمیبر الگور یمبتن کردیرو کیعنوان  به یمصنوع یشبکه عصب

 ندیفرامغز انسان الهام گرفته است.  یاز ساختار عصب ،يریادگی
 یعوامل وزن ریمقاد رییبا تغ توان یرا م یعصب يها آموزش شبکه

شبکه) براساس  یعنوان واحد اساس (به ها نورون انیدر م
  نهیخود نورون، به يپاسخ به بازخوردها ای یشیآزما يها داده

  ]. 18شبکه را ارتقا داد [ یافتگی میتعم تیکرد و قابل
 ینیب شیپ نهیمواد در زم یدر علم مهندس یمختلف يها پژوهش
مختلف  يها نهیدر زم یکیو مکان یکیزیف اتیخصوص
 يبرا ].19-24انجام شده است [ رهیو غ يگر ختهیر ،يجوشکار

 جادیا يبرا ANN یی] کارآ22و همکاران [ Y.K. Yousifمثال
 FSWاتصال  یومینیصفحات آلوم یکیخواص مکان نیارتباط ب

استفاده  یعصب يها از شبکه FSW يشده و پارامترها ادهد
 تمیبا الگور یها گزارش نمودند که شبکه عصب ودند. آننم

با  ANNنسبت به  يبالاتر ییامارکوارت کار-لونبرگ يریادگی
 یخواص کشش ینیب شیدر پ ینزول انیگراد يریادگی تمیالگور
  اتصال داده شده برخوردار است. يها نمونه

N. P. Senapati ]23 [ندیفرا يپارامترها ریو همکاران تاث FSW 
 یفرورفتگ زانیو م يرو شیسرعت چرخش، سرعت پ لیاز قب

 ادیو ازد یابزار در سطح اتصال، را بر اندازه دانه، استحکام کشش
را توسط  Al-1100اتصال داده شده از  يها نمونه یطول نسب

گزارش نمودند که  ها نمودند. آن يساز هیشب یعصب يها شبکه
مارکوارت از دقت و -لونبرگ يریادگی تمیبا الگور یشبکه عصب

شده  جادیاتصال ا اتیخصوص ینیب شیپ يبرا يسرعت بالاتر
و  L. Fratiniبرخوردار است.   جیرا یعصب يها نسبت به شبکه

اندازه دانه در  ینیب شیپ يبرا یعصب يها ] از شبکه24همکاران [
بر  يمروراستفاده نمودند.  AA-2139-T8 اژیآل یمنطقه اغتشاش

نشان داد که  FSW ندیفرا نهیانجام شده در زم یقاتیتحق نهیشیپ
شبکه  یینمودن کارآ نهیدر خصوص به یجامع قیتا کنون تحق

شده  جادیاتصال ا یخواص کشش نیارتباط ب جادیا يبرا یعصب
 یده اتصال ندیفرا یاصل يو پارامترها FSW ندیفراتوسط 

نشده  انجام Al5083اژ یو چرخش ابزار) در آل يشروی(سرعت پ
پارامترها و توابع شبکه  رییدر پژوهش حاضر با تغ نیاست بنابرا

 نیو تخم ینیب شیپ يشبکه برا نیشده تا کارآمدتر یسع یعصب
  شود.  یشده طراح FSWاتصال  Al-5083 یخواص کشش

  
  مواد و روش پژوهش -2
  ها نمونه یهمزن یاصطکاک يجوشکار -2-1
 mm  5با ضخامت  Al-5083پژوهش، از صفحات  نیا در
 يمورد نظر برا يها استفاده شد. نمونه هیعنوان فلزپا به

از صفحات  رکاتیتوسط وا mm  60×80در ابعاد  يجوشکار
توسط روش  هیفلزپا ییایمیش بیبرش زده شد. ترک یافتیدر

 ییایمیش بیبا ترک سهیو در مقا نییتع ينشر یاسپکتروسکوپ
  ارائه شده است.  )1(] در جدول25[ اژیآل نیا یاسم

سنگ و پس از  600تا سنباده  یده اتصال يمورد نظر برا سطوح
استون، با استفاده از  يحاو کیدر حمام آلتراسون ییزدا یچرب

  کار و ابزار چرخنده از جنس فولاد ابزار گرم نیدستگاه فرز سنگ
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H13 صورت  به نیشدند. هندسه پ یده تخت اتصال تیدر وضع
  mm 5 و mm  15 بیترتبه  نیدار، قطر شانه و پ رزوه یمخروط

  انتخاب شد.  mm  8/4و ارتفاع ابزار 
  

 هاي مورد استفادهشبکه عصبی و داده-2-2

 41در این پژوهش از شبکه عصبی پرسپترون چند لایه و تعداد 
ی شبکه عصبی اسـتفاده شـد.   یداده براي آموزش و ارزیابی کارآ

هــاي  هــا عمــدتاً توســط آزمــوندادهلازم بــه ذکــر اســت ایــن 
هـا از مقـالات   دسـت آورده شـد و مـابقی داده    آزمایشگاهی بـه 

 FSWیند فراموجود برداشت شد. مهمترین پارامترهاي موثر در 
 ـ V) و سـرعت پیشـروي (  Wیعنی سرعت چرخش ( ه ) ابـزار ب

هاي شبکه عصبی و متغیرهـاي پاسـخ (خروجـی    عنوان ورودي
) L%) و ازدیـاد طـول نسـبی (   SUTSشبکه) اسـتحکام کششـی (  

هاي آمـاري در   هاي جوشکاري شده انتخاب شد. شاخصنمونه
هـاي اسـتفاده شـده بـراي آمـوزش،      هـاي داده  خصوص ویژگی

ارائـه شـده    )2(ارزیابی و تحلیل نتایج شبکه عصـبی در جـدول  
  است. 

  

  داده شده هاي اتصال ارزیابی مکانیکی نمونه-2-3
از مقطع عرضی موضع  )1(شکلهاي آزمون کشش مطابق  نمونه

] توسط ASTM E8 ]26اتصال برش و براساس استاندارد 
   mm/min 3و نرخ کرنش  Instron 5586دستگاه کشش 

  اطمینان از نتایج حاصله، آزمون شدند. براي اتاق کشیده در دماي

  
  
  
  
  
  
  
  
  
  
  

کشش در مورد هر نمونه، سه بار تکرار و میانگین نتایج براي آن 
  نمونه گزارش شد. 

  

  
  کشش.  يها برش نمونه تیموقع-الف کیشمات -1شکل

  کشش مورد استفاده در پژوهش حاضر. يها ابعاد نمونه -ب
  
  نتایج و بحث -3
  ها و آموزش شبکه عصبیدادهتحلیل -3-1

ها توسط یکی از مراحل کلیدي در مطالعات عددي، تحلیل داده
 ، نتـایج )2(نمودارهاي آماري تک و چند متغیره است. در شکل 

صورت نمـودار ماتریسـی ارائـه    حاصل از این بررسی آماري به
نما) و  وانیفراشده است. در این نمودار قطر اصلی، هیستوگرام (

ها، نمـودار متقـاطع دو بـه دو متغیرهـا و ضـریب       قسمتدیگر 
  باشد. ها می همبستگی آن

 .)Al5083 )%wtشده  يریگو اندازه یاسم ییایمیش بیترک-1جدول

 .یشبکه عصب یو خروج يورود يرهایمتغ يآمار يهایژگیو-2جدول
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شود، هاي مختلف این شکل برداشت می همانگونه که از قسمت

ضریب همبستگی متغیرها، در اغلب موارد معکـوس و ضـعیف   
باشد که دلالت بر عدم تاثیر متقابل محسـوس بـین متغیرهـا      می

مسـتقیم  –داراي همبستگی قـوي  L%و  SUTSاست. تنها ارتباط 
) -57/0معکوس (–متوسط SUTSو  W) و همبستگی بین 85/0(

ــی  ــابراین م ــت. بن ــه روش  اس ــود ک ــت نم ــوان برداش ــاي ت  ه
  هايبینی خواص کششی نمونهمعمولی براي پیش هاي رگرسیون
Al-5083 داده شده توسط اتصالFSWباشد ، چندان کارآمد نمی

بینـی مـذکور را   و ضرورت استفاده از شبکه عصبی بـراي پـیش  
و  SUTS، رفتـار متغیرهـاي پاسـخ    )3(نماید. در شـکل آشکار می

%L هاي ورودي ( برحسب کمیتW  وVیک مـدل  صورت  ) به
بعـدي نشـان داده شـده اسـت. همانگونـه کـه در        یابی سه درون
 Vو  Wدر مناطقی بـا   SUTSشود بیشینه دیده می )الف-3(شکل

، Vو  Wبرحسـب   L%باشد. مدل درونیـابی   کم تا متوسط، می
ــینه   ــادیر بیش ــانگر مق ــط   L%نمای ــادیر متوس ــت  Wدر مق   اس

  ب).-3(شکل
  
 آن شبکه عصبی و الگوریتم یادگیري-3-2

به طور کلی، در مورد تشخیص الگوهاي ایستا، شبکه پرسپترون 
  (هاي) پنهان یا میانی و لایه چندلایه متشکل از لایه ورودي، لایه

  
  
  
  
  
  
  
  
  
  
  
  
  
  

  ). 4خروجی، بیشترین کاربرد را دارد (شکل

  
   SUTS -الف یخروج يرهایمتغ یابی مدل درون -3شکل

  .Vو  W يورود يرهایبرحسب متغ L% -ب
  

توان از توابـع مختلـف انتقـال     می  به عبارت دیگر در این شبکه
براساس توزیع متغیرها اسـتفاده نمـود. دو ویژگـی مهـم شـبکه      

  ]:18عصبی پرسپترون چندلایه عبارت است از [
-غیرخطی (مانند توابع لگاریتمی، تانژانت  اجزاء پردازنده -الف

  هایپربولیک و غیره)

 مورد مطالعه. يرهایو نمودار متقاطع متغ ستوگرامیبراساس ه یسینمودار ماتر-2شکل
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  هاي داخلی متعدد بین واحدهاي مختلف شبکه. ارتباط-ب

  
 يرهایمتغ ینیب شیمنظور پ به هیپرسپترون چندلا یساختار شبکه عصب -4شکل

  طول. ادیو ازد یاستحکام کشش
  

مـورد مطالعـه در   هـاي ورودي و خروجـی    نظـر بـه اینکـه داده   
انـد، بـراي    هاي عـددي متفـاوت تشـکیل شـده    ها و گستره دامنه

هـا   اطمینان از عملکـرد یکسـان تمـام پارامترهـا در مـدل، داده     
] -95/95،0/0یند استانداردسـازي در بـازه عـددي [   فرابراساس 

منظـور اجـراي صـحیح، ارزیـابی و      استاندارد (نرمال) شدند. به
صـورت تصـادفی بـه     هـا بـه   داده بررسی قابلیت تعمـیم شـبکه،  

) 15%) و آزمـون ( 15%)، اعتبارسـنجی ( 70%بخش آموزش ( سه
 تقسیم شدند. 

سازي ساختار شبکه عصبی مصنوعی در تخمـین   به منظور بهینه
متغیرهاي استحکام کششی و ازدیاد طول، چهار عامـل مهـم در   

هـاي   هاي عصبی مصنوعی شامل، تعداد و نـورون  ساختار شبکه
ي پنهان، الگوریتم آموزش و تابع انتقال مورد بررسی قرار ها لایه

  گرفت. 
براساس تعداد متغیرهاي ورودي و خروجی و همچنـین تعـداد   

هاي میانی در دو حالت (الف) یک لایه  و (ب) دو  ها، لایهنمونه
عدد انتخاب شد. لازم  20تا  2هاي هر لایه،  لایه و تعداد نورون

برازشی و در مقابل،  اي کم باعث کمه به ذکر است تعداد نورون
  شود.  برازشی می ها موجب بیش افزایش بیش از حد نورون

سـیگموئید    سازي) تانژانت در این پژوهش، از توابع انتقالِ (فعال
و تـابع   Tansig عسیگموئید براي لایه(هاي) میانی و تواب و لاگ

بکه ها بر عملکرد ش خطی براي لایه خروجی استفاده و تاثیر آن
منظور بررسی تاثیر الگوریتم  عصبی مورد بررسی قرار گرفت. به

-آموزش (یادگیري) شـبکه عصـبی، چهـار الگـوریتمِ لـونبرگ     
نیوتنی بررسی  گرادیان مزدوج و شبه، گرادیان نزولی ،مارکوارت

منظور انتخاب بهترین سـاختار شـبکه    ]. همچنین به28و27شد [
اسـتحکام کششـی و    بینی عصبی پرسپترون چندلایه جهت پیش

هاي اتصال داده شده، تحلیل حساسـیت  ازدیاد طول نسبی نمونه
هاي میـانی مختلـف،   هاي عصبی مختلف (تعداد لایهروي شبکه

توابــع مختلــف و غیــره) انجــام شــد. توضــیح آنکــه عملکــرد  
عصبی متعدد شـامل یـک یـا دو لایـه میـانی، تعـداد        هاي هشبک

توابـع انتقـال و الگـوریتم     ها مختلف در هر لایـه میـانی،   نورون
هاي مذکور براساس، ی شبکهیآموزش متفاوت بررسی شد. کارا

هاي آموزش، اعتبار سنجی  دست آمده براي داده هاي به خروجی
  و آزمون مورد ارزیابی واقع شد.

  
 یمربعات خطا در حالت شبکه عصب نیانگیشاخص م یاینمودار کار -5شکل

  .یانیم هیلا کیبا 
  

   هاي عصبی طراحی شده با یک لایه میانیشبکه -الف
هـاي   هاي عصبی مختلف با یک لایه میانی، تعـداد نـورون  شبکه
عدد و توابع مختلف آموزش و انتقال طراحـی و   20تا  2متغیر 

شـبکه ممکـن، براسـاس     304اجرا شد. در نهایت از بین تعداد 
  کمینه تابع خطا و بهتـرین انطبـاق رگرسـیون، شـبکه بهینـه بـا      

مـارکوارت و تـابع   -نورون، الگوریتم آمـوزش لـونبرگ   4اد تعد
تعیین شد. لازم به ذکر است کـه در ایـن مقالـه،     Tansigانتقال 

عنـوان شـاخص ارزیـابی    ) بهMSEمعیار میانگین مربعات خطا (
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ی شبکه عصبی انتخـاب شـد. بهتـرین شـرایط     یعملکرد و کارا
میانگین مربع خطا با مقدار  Epoch (24شبکه در دور یا تکرار (

هاي اعتبارسنجی حاصل شد (شـکل  براي مجموعه داده 078/0
شود با افـزایش دفعـات   ). همانگونه که در این شکل دیده می5

رغم تداوم بهبـود   خطا کاهش و پس از آن علی 24تکرار تا دور 
ویژه  هاي اعتبارسنجی و به روند آموزش، میزان خطا در مجموعه

  د.یابآزمون، افزایش می
شـده   همـراه خـط بـرازش    ، نمودار متقاطع بـه )الف-6(در شکل

نمایش داده  SUTSهاي متغیر  مقادیر واقعی و تخمینی در کل داده
شده است که بیانگر عملکرد قابل قبول شبکه عصبی در تخمین 

و رابطـه   9/0براساس ضـریب همبسـتگی تقریبـی     SUTSمتغیر 
 85/0خطی بین مقادیر واقعی و تخمینی با شیب خط رگرسیون 

درجه) است.  45(نزدیک به خط  02/0و عرض از مبدا تقریبی 
براي کل  L%، نمودار رگرسیون تخمین متغیر )ب-6(در شکل 

ها نمایش داده شده اسـت کـه مقـادیر تخمینـی نسـبت بـه        داده
و رابطـه   9/0واقعـی داراي ضـریب همبسـتگی تقریبـی      مقادیر

 03/0و عـرض از مبـدا    8/0خطی رگرسیون با شـیب تقریبـی   
سازي شـده   است. لازم به ذکر است این مقادیر در حالت نرمال

  نمایش داده شده است. 
 
 هاي عصبی طراحی شده با دو لایه میانیشبکه -ب

هاي هر لایه  شبکه عصبی با دو لایه میانی و تعداد نورون 6080
ها در لایه اول بزرگتر مساوي  (تعداد نورون 20-2در گستره 

لایه دوم انتخاب شد) و توابع مختلف آموزش و انتقال اجرا 
شد. در نهایت، شبکه بهینه براساس معیارهاي ذکر شده در 

نورون در لایه  7نورون در لایه میانی اول و  17قسمت قبل، با 
مارکوارت و تابع انتقال -میانی دوم، الگوریتم آموزش لونبرگ

Logsig هاي میانی و تابع  براي لایهTansig  براي لایه خروجی
) دیده 7ی (شکلیانتخاب شد. همانگونه که در نمودار کارا

با مقدار میانگین  12شود، بهترین شرایط این شبکه در دور  می
ي داده اعتبارسنجی حاصل شد و پس از برا 1/0مربعات خطا 

رغم تداوم روند بهبود آموزش، میزان خطا در  آن، علی
یابد. این ویژه آزمون، افزایش می هاي اعتبارسنجی و به مجموعه

  برازشی است. رفتار بیانگر پدیده بیش

  

  
  با نهیبه یشبکه عصب یخروج ونیهمراه رگرس نمودار متقاطع به -6شکل

  %.L -و ب SUTS - . الفیانیم هیلا کی
  

نمودار متقاطع مقادیر واقعی در مقابل مقـادیر   )الف-8(در شکل
سـازي شـده)، نشـان داده     (در حالت نرمال SUTSبینی شده پیش

و  93/0شده است. براساس این شکل، ضریب همبستگی حدود 
رابطه خطی بین مقادیر واقعی و تخمینی با شیب خط رگرسیون 

ــدا  86/0 ــر  و عــرض از مب ــت ب ــه دلال   صــفر، حاصــل شــد ک
عملکرد مطلوب شبکه عصبی انتخـاب شـده در تخمـین متغیـر     

SUTS  .دارد  
، نمودار متقاطع مقادیر واقعی و تخمینی متغیـر  )ب-8(در شکل

%L ها نمایش داده شده است که مقادیر تخمینـی   براي کل داده
و  93/0نسبت با مقادیر واقعی داراي ضریب همبسـتگی تقریبـاً   

و عـرض از مبـدا    9/0رابطه خطی رگرسیون با شـیب تقریبـی   
  درجه) است. 45(نزدیک به خط  04/0
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مربعات خطا در حالت شبکه  نیانگیشاخص م یینمودار کارا - 7شکل 

  .یانیم هیا دو لاب یعصب
 
پـذیري شـبکه    ی و قابلیـت تعمـیم  یتر کارا منظور بررسی دقیق به

عصبی، مقادیر تخمینی شبکه عصبی بـه بـازه اولیـه بازگردانـده     
هــاي واقعــی مقایســه شــدند، همــانطور کــه در  شــده و بــا داده

هاي عصبی هاي شبکه نمایش داده شده است خروجی )9(شکل
خوبی روند کلـی داده،   توانسته به در حالت یک و دو لایه پنهان

  بینی و پوشش بدهد. ین متغیرها را پیشیحدود بالا و پا
هاي شبکه عصبی با مقادیر واقعی،  طور کلی از قیاس خروجی به
توان برداشت نمود که عملکرد شبکه عصبی با دو لایه پنهان می

  پیچیدگی این شبکه باید توجه شود. تر است، هرچند به مطلوب
 
 سنجی شبکه عصبی انتخابیصحت -3-3

هاي  دست آمده از شبکه ی و بررسی نتایج بهیآزما منظور راستی به
بینی متغیرهاي استحکام کششی و  عصبی مختلف در پیش

) m)، شیب خط (rازدیادطول نسبی، مقادیر ضریب همبستگی (
)، رگرسیون و خطاي میانگین مربعات خطا bو عرض از مبدا (

) بررسی شد. MSEN) و نرمال (MSEخام (ها در حالت  داده
شبکه بهینه داراي ضریب همبستگی و شیب خط نزدیک به 
یک، عرض از مبدا نزدیک به صفر و کمینه مقدار خطا را داشته 

، عملکرد )3(باشد. براساس جمیع شاخص ارائه شده در جدول
تر و از دقت بالاتري  شبکه عصبی با دو لایه پنهان مناسب

  .برخوردار است

  

  
با  نهیبه یشبکه عصب یخروج ونیهمراه رگرس نمودار متقاطع به-8شکل

  .L% - و ب SUTS-الف يرهایمتغ یانیم هیدولا

  
هاي مربوط به  اي مقادیر واقعی و تخمینی داده نمودار مقایسه -9شکل

  .استحکام کششی (الف) و ازدیاد طول (ب) -متغیرهاي الف
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بینی متغیرهاي استحکام  هاي عملکرد شبکه عصبی در پیش شاخص- 3جدول
 .)L%و ازدیاد طول نسبی ( )SUTS(کششی 

  
 
  گیرينتیجه -4

در این پژوهش، کاربرد شبکه عصبی پرسپترون چند لایه 
مصنوعی در  عنوان یک ساختار کارآمد و پرکابرد هوش به

هاي استحکام کششی و ازدیاد طول نسبی  بینی پاسخ پیش
یند همزنی فراتوسط  Al-5083اتصالات ایجاد شده بر 

اصطکاکی براساس متغیرهاي ورودي سرعت چرخش و 
منظور تعیین ساختار بهینه  قرار گرفت. بهروي مورد بررسی  پیش

شبکه عصبی، تحلیل حساسیت بر پایه سناریوهاي تعداد یک و 
نورون در  20-2ها)، تعداد  تعداد نمونه دو لایه پنهان (با توجه به
  سازي و آموزش اجرا شد.  لایه پنهان و توابع فعال

 و 9/0ضریب همبستگی   در رویکرد تک لایه میانی با توجه به
نورون،  4، شبکه بهینه با تعداد 08/0میانگین مربعات خطا 

 Tansigمارکوارت و تابع انتقال -الگوریتم آموزش لونبرگ
ضریب   تعیین شد. در رویکرد دو لایه میانی با توجه به

، شبکه بهینه 06/0و میانگین مربعات خطا  93/0همبستگی 
ه اول (لای 17براساس معیارهاي ذکر شده، با تعداد نورون 

مارکوارت -پنهان)، الگوریتم آموزش لونبرگ دوم (لایه 7 –پنهان)
لایه  Tansigهاي میانی و تابع  براي لایه Logsigو تابع انتقال 

  خروجی انتخاب شد.
هاي مختلف شبکه مشخص شد سناریوي شبکه  با بررسی حالت

عصبی پرسپترون چند لایه با دو لایه پنهان داراي عملکرد 
منظور تخمین متغیرهاي ستحکام کششی و ازدیاد  هتري ب مناسب

پذیري  طول نسبی اتصالات با توجه به آموزش و تعمیم
  برخوردار است.
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